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A B S T R A C T 

As the James Webb Space Telescope (JWST) has become fully operational, early release data are now available to begin building 

the tools and calibrations for precision point-source photometry and astrometry in crowded cluster environments. Here, we 
present our independent reduction of NIRCam imaging of the metal-poor globular cluster M 92, which were collected under 
Director’s Discretionary Early Release Science programme ERS-1334. We derived empirical models of the point spread function 

(PSF) for filters F 090 W , F 150 W , F 277 W , and F 444 W , and find that these PSFs: (i) are generally undersampled (FWHM ∼
2 pixel) in F 150 W and F 444 W and severely undersampled (FWHM ∼ 1 pixel) in F 090 W and F 277 W ; (ii) have significant 
variation across the field of view, up to ∼15–20 per cent; and (iii) have temporal variations of ∼ 3–4 per cent across multi-epoch 

exposures. We deployed our PSFs to determine the photometric precision of NIRCam for stars in the crowded, central regions 
of M 92, measured to be at the ∼0.01 mag level. We use these data to construct the first JWST colour–magnitude diagrams of a 
globular cluster. Employing existing stellar models, we find that the data reach almost the bottom of the M 92 main sequence 
( ∼0.1 M �), and reveal 24 white dwarf candidate members of M 92 in the brightest portion of the white dwarf cooling sequence. 
The latter are confirmed through a cross-match with archi v al HST UV and optical data. We also detect the presence of multiple 
stellar populations along the low-mass main sequence of M 92. 

Key words: techniques: image processing – techniques: photometric – stars: Population II – white dwarfs – globular clusters: 
individual: NGC 6341 (M 92). 
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 I N T RO D U C T I O N  

n the past 30 yr, space telescopes ha ve rev olutionized the world
f astronomy, with new and, sometimes, unexpected discoveries.
otable examples include Hipparcos (Høg et al. 2000 ) and Gaia

Gaia Collaboration 2016 ), which significantly advanced the field
f astrometry and contributed to our understanding of stellar as-
rophysics and Milky Way structure; Kepler (Borucki et al. 2010 )
nd TESS (Ricker et al. 2015 ), whose precision light curves greatly
xpanded the fields of exoplanets and variable stars; Spitzer (Werner
t al. 2004 ), Herschel (Pilbratt et al. 2010 ), and WISE (Wright
t al. 2010 ), whose sensitivity at infrared (IR) wavelengths advanced
tudies of star-forming regions, distant galaxies, and cosmology;
nd Chandra (Weisskopf et al. 2002 ) and XMM–Newton (Jansen
t al. 2001 ), which enabled X-ray observations of the most energetic
 E-mail: domenico.nardiello@inaf.it (DN); luigi.bedin@inaf.it (LB) 
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henomena in the near and distant Universe. Arguably the most
uccessful and longest lived of the space observatories has been
he Hubble Space Telescope ( HST ), whose instruments enable UV,
ptical, and infrared imaging and spectroscopy at high spatial
esolution and sensitivity, and continues to provide revolutionary
esults in all areas of astrophysics. 

On 2021 December 25, the N ASA/ESA/CSA J ames Webb Space
elescope ( JWST ; Gardner et al. 2006 ) was successfully launched on
n Ariane 5 rocket from the Guiana Space Centre in Kourou, French
uiana. Over the subsequent six months after arri v al, JWST success-

ully passed all phases of commissioning and testing, and on 2022
uly 11 the first science images from the facility were made public.
WST ’s 6.5 m primary mirror is formed by 18 hexagonal mirror
egments made of gold-plated beryllium, which allow the telescope
o observe at both near-IR and mid-IR wavelengths (0.6–28.3 μm).
our science instruments (NIRCam, NIRSpec, MIRI, and NIRISS)
nd a guide camera (FGS) are mounted in the Integrated Science
nstrument Module. Their varied capabilities are enabling analysis
© 2022 The Author(s) 
lished by Oxford University Press on behalf of Royal Astronomical Society 
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f the light of the first galaxies, the study of exoplanet atmospheres,
nd impro v ed understanding of the origins and evolution of resolved
tellar populations in clusters and nearby galaxies (Greene et al. 
019 ; Meixner et al. 2019 ; Rieke et al. 2019 ; Windhorst et al. 2019 ).
Before the launch of JWST , 13 Director’s Discretionary Early 

elease Science (DD-ERS) programmes 1 were selected to conduct 
he first scientific observations with the facility after the completion 
f commissioning. These data are immediately released to the public. 
This is the first in a series of papers aimed at exploring the as-

rometric and photometric capabilities of JWST ’s instruments based 
n data collected during the DD-ERS programmes, with the goal of
eveloping the tools needed to obtain high-precision photometry and 
strometry of stars in crowded environments. In this work, we extract 
f fecti ve point spread functions (PSFs) and photometry for stars in
he very metal poor globular cluster NGC 6341, based on images 
ollected with the Near Infrared Camera (NIRCam) of JWST as part 
f programme ERS-1334 (PI: Weisz). Subsequent works will focus 
n correcting geometric distortion and obtaining precision astrometry 
f stars with NIRCam (Paper II, Griggio et al. in preparation), 
nalysis of resolved galaxies (Paper III, Bedin et al. in preparation), 
nd on the use of the NIRISS and FGS images for crowded field
tudies (Paper IV, Nardiello et al. in preparation). This article is
tructured as follows: Section 2 describes the NIRCam observations 
resented in this work. Section 3 re vie ws the procedures used to
eri ve ef fecti ve PSF models for each of the four NIRCam filters
sed, and to extract the first JWST photometric catalogues of stars in
 92. Section 4 reports the procedures used to transform instrumental 
agnitudes into a photometric system defined by theoretical models. 
ection 5 describes an analysis of the M 92 colour–magnitude 
iagrams (CMDs) obtained by combining JWST and HST imaging 
ata. Section 6 summarizes our conclusions. 

 OBSERVATIONS  

he NIRCam imaging camera co v ers the red optical and near-IR
avelength range 0.6–5 μm in two simultaneous channels: the short 
avelength (SW) channel (0.6–2.3 μm) and the long wavelength 

LW) channel (2.4–5.0 μm). Each channel consists of two modules 
A and B) that operate in parallel. The field of view of each module
s 2 . ′ 2 × 2 . ′ 2 (4.84 arcmin 2 ), and these are separated by a gap
f ∼44 arcsec. The total field of view for each channel is about
.7 arcmin 2 . In the SW channel, gaps of ∼5 arcsec separate the four
etectors that constitute each module. Both modules in each channel 
perate with the same set of narrow-, medium-, and wide-band filters.
he imaging resolution for the SW channel is ∼31 mas per pixel,
hile for the LW channel it is ∼63 mas per pixel. 
DD-ERS programme ERS-1334 used NIRCam to image 

GC 6341 (M 92), a very metal poor globular cluster ([Fe/H] = −2.3, 
arris 1996 ) located at a distance of ∼8.5 kpc from the Sun.
bservations were obtained o v er 2022 June 20–21 for a total 1.95 h,
sing filters F 090 W ( λ ∼ 0.8–1.0 μm) and F 150 W ( λ ∼ 1.3–1.7 μm)
n the SW channel, and F 277 W ( λ ∼ 2.4–3.1 μm) and F 444 W ( λ ∼
.9–5.0 μm) in the LW channel. For each filter, four exposures of
11.37 s each were obtained using the, SHALLOW4 readout mode (4
rames averaged and 1 frame skipped), for a total integration time of
245.48 s per filter. These images were obtained in a 4-point sub-
ixel dither pattern to mitigate cosmic rays, bad pixels, and improve 
he sampling of the PSF. Both NIRCam channels were centred such 
hat the the 44 arcsec gap between the modules co v ered the centre
 ht tps://www.st sci.edu/jwst /science-ex ecution/approv ed-er s-pr ograms 

2

3

f the cluster, as illustrated in the stacked, three-colour ( F 090 W ,
 150 W , and F 444 W ) image shown in Fig. 1 . 
For our analysis, we used the single exposure calibrated images 

 cal ) that are created by the Stage 2 pipeline calwebb image2 . 2 

ach pixel is calibrated by the pipeline to units of MJy per steradian.
e converted these values into counts by using the header k eyw ords
HOTMJSR (flux density in MJy per steradian corresponding to 1 
ount per second) and XPOSURE (ef fecti v e e xposure time). We also
sed the Data Quality (DQ) image included in the cal fits data
ube to flag bad and saturated pixels on the science image. 

A total of 8 × 2048 pixel × 2048 pixel images are associated 
ith each exposure obtained with the SW channel (four images 

or each module), while 2 × 2048 pixel × 2048 pixel images are 
ssociated to each exposure obtained with the LW channel (one 
or each module). We excluded from our reduction and analysis the
cal exposures with root-name jw01334001001 02101 00003 
involving filters F 090 W and F 277 W , for a total of 10 images)
s they were found to be unusable. We therefore reduced 24, 32,
, and 8 images in F 090 W , F 150 W , F 277 W , and F 444 W filters, 
espectively. 

 PSF  M O D E L L I N G  A N D  DATA  R E D U C T I O N  

s reported in the JWST documentation, 3 the NIRCam PSFs (in 
maging mode) are Nyquist sampled for wavelengths longer than 
.0 μm in the SW channel and 4.0 μm in the LW channel, corre-
ponding to full-width at half-maximum FWHM ∼2–3 pixels. At 
horter wavelengths, the PSFs are under-sampled. Deriving a correct 
odel for an undersampled PSF is a challenging but necessary task,

s incorrect PSFs can introduce systematic errors in the extraction of
ositions and fluxes of stars (Anderson & King 2000 ). 
We followed the empirical approach developed by Anderson & 

ing ( 2000 , hereafter AK00 ) for the HST Wide-Field Planetary Cam-
ra 2 (WFPC2) to obtain a model of the effective pix el-convolv ed PSF
ePSF). This approach has been used to derive ‘library’ (reference) 
PSFs for the HST Advanced Camera for Surv e y (ACS; Anderson &
ing 2004 , 2006 ) and the Wide Field Camera 3 (WFC3; Anderson

t al. 2015 ; Anderson 2016 ), which to this day represent the state
f the art for point-source photometry and astrometry. The ePSF 

pproach has also been applied to the modelling of under-sampled 
SFs in Kepler/K2 images (Nardiello et al. 2016 ; Libralato et al.
016a , b ). The procedure outlined below was applied independently 
or each set of images in a given detector/filter combination. 

To break the de generac y between position and flux of a source
see fig. 1 of AK00 ) to derive a well-sampled PSF model, it is
ecessary to precisely constrain the positions and fluxes for a set of
tars. Ho we ver, this information can not be obtained accurately if the
SF is not appropriately modelled. As such, an iterative approach is
equired: starting from a first-guess catalogue of positions and fluxes 
f isolated, bright, unsaturated point sources, we alternately derive 
he ePSF model and the stars’ positions and flux es, impro ving at
ach iteration both sets of quantities until reasonable convergence is 
chieved. 

.1 A first-guess catalogue of stars 

or each image, we first extracted a initial estimate of the empirical
SF following the approach by Anderson et al. ( 2006 ). PSFs models
MNRAS 517, 484–497 (2022) 

 ht tps://jwst -pipeline.readthedocs.io/
 ht tps://jwst -docs.st sci.edu/
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M

Figure 1. Three-colour stacked image of the NIRCam field of view centred on M 92. The filters F 444 W , F 150 W , and F 090 W have been used for the red, green, 
and blue channels, respectively. The field is oriented with North up and East left. In the F 444 W stacked image, we masked pixels corresponding to the gaps of 
the SW channel. 
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re obtained for each image in a total empirical way, by normalizing a
ample of isolated, bright stars for their total flux, and averaging them
n a grid of 201 × 201 points defined in a space that supersamples
he PSF pixel by a factor 4. These empirical PSFs, even if already
ood enough for measuring with a first approximation the positions
nd the fluxes of the stars, are not sufficient for high-precision
hotometric and astrometric measurements of the stars, particularly
n crowded environments. We then used these initial PSFs to measure
he positions and fluxes of isolated (the peak must be at least 10
ixels from the nearest peak), bright (the minimum flux abo v e the
ocal sky must be at least 3000 counts), unsaturated stars in each
mage. In this step we used the software img2xym , developed by
nderson et al. ( 2006 ) for the Wide Field Imager (WFI) @ ESO/MPG
.2m telescope, and adapted to NIRCam data. This algorithm finds,
odels, measures, and subtracts stars that are progressively fainter

hrough an iterative process, simultaneously fitting the positions and
uxes of each star and its (potentially o v erlapping) neighbours. We
ross-identified the stars in each image in a given detector/filter dither
et, then transformed the positions and fluxes of the stars into a single
atalogue anchored to a common reference system associated to the
rst image in each set, using six-parameter linear transformations and
hotometric zero-point shifts. The transformed positions and fluxes
f each star detected in at least three images are then used to define
 master catalogue that serves as the reference for modelling the
PSF model for a given detector and filter. Each catalogue contains
etween 1500 and 6000 stars depending on the channel, module,
etector, and filter it represents. 

.2 Obtaining the effecti v e point spread function 

i ven an indi vidual star centred at ( x � , y � ) and having flux f � , every
ixel ( i , j ) of an image close to the star samples the normalized ePSF
NRAS 517, 484–497 (2022) 
 as 

( �x , �y ) = 

P i,j − s � 

f � 
, (1) 

here P i , j is the count value of the image at pixel ( i , j ), ( � x , � y ) =
 i − x � , j − y � ) is the pixel offset from the star’s centre, and s � is
he local sky background, measured as the mode of the pixel value
istribution computed in an annulus of radii r in = 7 pixel and r out =
3 pixel and centred on the star. Knowing the flux and position of
ach star in each exposure, each pixel ( i , j ) close to the star represents
 sampling of the PSF at one point in the 2D array that defines the
PSF. 

Our procedure to determine an o v erall ePSF model followed these
teps (we refer the reader to AK00 for a more detailed description of
hese steps): 

(i) We first transformed the positions of the stars in the master
atalogue on to the reference system of each individual image using
he transformations described abo v e. 

(ii) We then converted each pixel value within 10 pixels of the
tar’s centre in a given image into an estimate of the corresponding
oint in the ePSF model. Given the large number of stars in each
aster catalogue, there are of order millions of point sampling used

o determine the ePSF model. 
(iii) The ePSF model was constructed by projecting these indi-

idual point samplings from the 10 pixel × 10 pixel original image
cale to a finer ePSF grid super-sampled by a factor of 4 (41 points ×
1 points). In the 1st iteration, each ePSF grid-point was calculated
s the 2.5 σ -clipped average of point sampling within a square of
.25 pixels in � x and � y coordinates. In subsequent iterations, we
rst subtracted from each sampling the corresponding value in the
urrent ePSF model, then calculated the 2.5 σ -clipped average of the
esiduals in each 0.25 pixel × 0.25 pixel grid point. This residual

art/stac2659_f1.eps
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Figure 2. Overview of the iterative process of determine the ePSF model for filter F 090 W for detector 4 of module A, in the case of no spatial variation of the 
PSF across the field of view. The top row shows the location of the estimated value of the ePSF with respect to the centre of the stars (0,0), i.e. the ePSF x / y 
sampling; only 2.5 per cent of the points are plotted. The second row displays the ePSF x sampling for a slice across the centre of the ePSF with | δy | < 0.05. 
The bottom two rows illustrate the pixel-phase errors along the x and y axes, respectively. From left to right, the panels correspond to iterations 1, 2, 3, and 10. 
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φy = y − int( y + 0.5), is the location of the star with respect to the pixel 
boundaries. 
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rid was then added to the last available ePSF model, and the result
as smoothed with a combination of quadratic and quartic kernels, 

e-centred, and re-normalized; 
(iv) Using the updated ePSF model, we remeasured the positions 

nd fluxes of stars in the master catalogue in each image; then
ransformed the positions back to the original reference frame and 
omputed average fluxes to update the catalogue. 

We performed this iterative process ten times, assuming a single 
PSF model (no spatial variation). Fig. 2 shows the impro v ement
f the ePSF model from the first iteration to the tenth iteration.
n the first iteration, the point samplings are not homogeneously 
istributed, and the ePSF shape has significant scatter among the 
amples. As the ePSF model impro v es, both the point samplings
nd scatter in the ePSF profile impro v e. The impro v ement of the
PSF model can be particularly discerned in the distribution of 
ixel phase errors, i.e. the difference between the expected positions 
transformed from the master catalogue to each individual image) 
nd the measured positions of the stars (obtained using the ePSF
odel at each iteration), as a function of the pixel phase. 4 This

istribution shows a sinusoidal pattern in the first iteration, expect 
or an offset ePSF model; this pattern flattens as the ePSF model 
mpro v es. 

After the tenth iteration, we saw no impro v ement in the pix el phase
rror distribution or sample scatter in ePSF model. Ho we ver, PSFs
MNRAS 517, 484–497 (2022) 
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M

Figure 3. Overview of the spatial variation of the ePSF model for filter F 150 W and detector 1 of module A in the SW channel. The left panel shows the final 
5 × 5 array of ePSFs calculated in image sub-regions of size 409 pixel × 409 pixel. The right-hand panel shows the difference between each ePSF and an 
average of all 25 ePSFs across the detector. The scale of the variation compared to the normalized ePSF is indicated by the colour bar above the panel. 
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5 We specifically e v aluated the image jw01 3340 050 
01 02101 00001 nrcb3 cal , corresponding to channel SW, module B, 
detector 3, and filter F 090 W . 
6 The quality-of-fit parameter describes the mean difference between the real 
star and the model, and it is defined as qfit = 

∑ 

i , j ( P i , j − f � × ψ)/ 
∑ 

i , j P i , j , 
where i = x 0 − 5,..., x 0 + 5, j = y 0 − 5,..., y 0 + 5, ( x 0 , y 0 ) is the star centre, 
P i , j is the value of the pixel in ( i , j ), f � is the total flux of the star from the 
PSF fitting, and ψ is the PSF model. 
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ary with location across the detector due to projection effects, so
ubsequent iterations of this process introduced a spatial variation
o the ePSF model. This variation was done by dividing the image
nto sub-regions, then calculating the ePSF model in each of these
egions following the steps abo v e, starting with the ‘global’ ePSF
odel calculated at the end of the tenth iteration. We increased the

umber of sub-regions in stages, starting with 2 × 2 sub-regions of
imension 1024 pixel × 1024 pixel (iterations 11–13), then 3 × 3
ub-regions of dimension 682 pixel × 682 pixel (iterations 14–16),
nd finally 5 × 5 sub-regions of dimension 409 pixel × 409 pixel
iterations 17–21). Fig. 3 shows an example of the final ePSF array
or filter F 150 W and detector 1 of module A in the SW channel.
he peak-to-peak variation is about 9 per cent in this case, while
aximum variations of up to 15–20 per cent were found for the

PSF arrays in F 090 W images. 

.3 Time variability of the ePSF 

f the library ePSF model determined abo v e is constant in time, it
ould in principle be used to derive the positions and fluxes of stars
n all images obtained with NIRCam. Ho we v er, past e xperience with
ST sho ws that, e ven in ideal and stable conditions, PSFs are kno wn

o vary with time. 
In order to measure and minimize the effects of time variation

f the ePSF model, we performed a perturbation analysis origi-
ally introduced in Anderson & King ( 2006 ) (see also Anderson
t al. 2008 ) and deployed in several subsequent HST works (e.g.
ardiello et al. 2018 ). Briefly, for a given detector/filter set, we

tart with the library ePSF measured from an initial data-set (in
his case, the M 92 observations), and perturb it to account for
PSF variations that emerge in a second data set. For the latter, we
sed NIRCam observations of the Wolf-Lundmark-Melotte (WLM)
rregular galaxy (Wolf 1909 ; Melotte 1926 ; Holmberg 1950 ), also
btained in programme ERS 1334 about one month after the M 92
NRAS 517, 484–497 (2022) 
bservations. 5 We follow a similar iterative procedure as outlined
bo v e. We started by using the initial library ePSF model to
easure the positions and fluxes of a set of bright, unsaturated,

solated stars in the second data set. We then subtracted the ePSF
odels from these stars, and re-sampled the residuals on to a

rid of residuals, that will be used to perturb the original library
PSFs. The spatial grid of mean residual can vary from 1 × 1
o 5 × 5 (same grid as the ePSFs) based on the number of stars
vailable in the field of view of the image (minimum 15 stars
n a sub-region). Each point of the grid corresponds to a point
f the image, and, when the used grid is smaller than 5 × 5,
e used bi-linear interpolations to calculate the perturbation to

dd to each of the 25 library ePSFs. We repeated this procedure
ve times to converge to an optimally perturbed ePSF model 
rid. 
Fig. 4 , demonstrates the results of the library ePSF perturbation.

he 5 × 5 residual array between the M 92 ePSF model and final
LM ePSF model shows variations of order 3–4 per cent, indicating

hat temporal variations of the NIRCam PSF are significant: the
eft-hand panel shows the residuals we added to the library ePSF
alculated iteratively modelling and subtracting the stellar models
n a grid of 5 × 5 residual points. On the right we illustrate how
he quality-of-fit (qfit) diagnostic, 6 which assess the quality of a PSF
odel fit to an individual star (the smaller is the qfit, the better the

art/stac2659_f3.eps
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Figure 4. Overview on the results obtained from library ePSF perturbation from our M 92 ePSF grid to observations of the WLM galaxy, also obtained with 
NIRCam. The left-hand panel shows the residuals added to the library ePSFs to obtain the perturbed ePSFs. The total variation across the grid goes from 

∼ −4 per cent to ∼ 2 per cent . The right-hand panel shows the quality-of-fit (qfit) as a function of instrumental magnitude before (top panel) and after (bottom 

panel) perturbation of the library ePSF. The median qfit for bright stars (instrumental magnitude between −13.0 and −10.5) declines from ∼0.06 to ∼0.03. 
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SF fit), impro v es significantly after the perturbation of the library
PSFs. 

We conclude that, when possible based on the number of available 
right stars, perturbation of the library ePSFs such as those presented 
ere are necessary to achieve the best photometric (and presumably 
strometric) measurements. 

.4 M 92 data reduction 

ith the library of ePSF model arrays determined for the full set of
lters and detectors in our data set, we extracted the positions and
uxes of stars in each individual image adopting the PSF-fitting 
oftware img2xym , already used and described in Section 3.1 . 
e set a faint limit for source detection (local maxima abo v e the

eighbouring sky) as an integrated flux of at least 50 counts, and at
east five pixels from the closest source. 

We cross-matched and transformed all source positions on to 
 common reference system to derive a final catalogue of stars
cross each image dither set. Because the exposures are dithered 
y only a few tens of pixels, individual detectors do not o v erlap.
e therefore analysed detector and filter combinations individually, 

enerating separate catalogues for each. Sources were required to 
e detected in at least three images. Each catalogue includes the 
eference pixel positions of the stars, their instrumental magnitudes 7 

nd uncertainties, and the mean qfit. 
 The instrumental magnitude is defined as m INSTR = −2 . 5 × log f PSF , where 
 PSF is the total flux of the star (in counts) measured through PSF fitting. 

i
o  

o
w  
We purged these catalogues of bad detection, PSF artefacts, and 
ther contaminants by using the procedures described in Nardiello 
t al. ( 2018 ) and illustrated in Fig. 5 . Specifically, we used both
hotometric errors as a function of instrumental magnitude and 
he qfit statistic to identify and remo v e non-stellar sources. Fig. 5
lso shows the instrumental F 090 W versus F 090 W–F 150 W CMD
efore and after this cleaning procedure. It is important to note that
his CMD includes sources not only clearly detectable in individual 
mages, but present in at least 3 out of 4 images. As such, these
reliminary CMDs do not go as faint as the data would allow, and
re probably rather incomplete. Moreo v er, deriv ed photometry are
till vulnerable to pixel-area effects, these due to geometric distor- 
ion, to lithographic effects (e.g. Anderson & King 1999 ; Bellini,
nderson & Bedin 2011 ), or to both. Future work will address these 

ssues. 

 PHOTOMETRI C  REGI STRATI ON  

s a first attempt at calibrating the instrumental magnitudes of 
he stars detected in the M 92 observations, we cross-matched our
atalogues with the cat outputs of the Stage 3 pipeline cal-
ebb image3 , based on pre-flight data. Ho we ver, when comparing

he CMDs obtained for stars on different detectors and modules, 
t was clear that there were significant photometric zero-point 
ffsets, up to 0.4 mag. There were also significant deviations in
 v erlapping CMDs obtained matching the JWST cat catalogues 
ith the publicly available HST catalogue of M 92 released by
MNRAS 517, 484–497 (2022) 

art/stac2659_f4.eps


490 D. Nardiello et al. 

M

Figure 5. Procedure adopted for rejecting bad detection and measurements in point-source photometry. The left-hand panels show the selections performed in 
the photometric error (bottom panels) and qfit distributions (top panels) for the F 090 W (left) and F 150 W (right) filters; azure points indicate rejected sources. 
The right-hand panel shows the instrumental F 090 W versus F 090 W –F 150 W CMD for well-measured (black) and rejected sources (azure). This CMD is based 
on the final source catalogues for images obtained with detector 1 of module A in the SW channel. 
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he ‘ HST UV Globular cluster Surv e y’ (HUGS; 8 Nardiello et al.
018 ), based on data collected under HST programmes GO-10775
PI: Sarajedini, Sarajedini et al. 2007 ) and GO-13297 (PI: Piotto,
iotto et al. 2015 ). These photometric offsets have been also observed
y other teams (e.g. the research note by Boyer et al. 2022 , or the
ero-point corrections tabulated by G. Brammer). 9 The photometric
ffsets are correlated to the absolute flux zero-points adopted by the
WST pipeline to calibrate the single detectors. Actually, the JWST
alibration programmes are still ongoing, and the zero-points used in
he calibration pipeline are still far to be perfect. We therefore pursued
n alternative approach, boostrapping the JWST measurements to the
ST data and theoretical models. 
We first measured the distance of M 92 by comparing the

STm F 606 W 

versus m F 606 W 

− m F 814 W 

CMD with the BASTI-IAC
odels (Hidalgo et al. 2018 ; Pietrinferni et al. 2021 ). For the models,
e assumed an age τ = 13.0 Gyr, metallicity [Fe/H] = −2.31, and

lpha enrichment [ α/Fe] = + 0.4 (Harris 1996 ). We selected the stars
n magnitude interval 16.5 ≤ m F 606 W 

≤ 20.5, roughly ±2 mag around
he main sequence (MS) turn-off (TO). We determined the fiducial
ine of these stars by using a naive estimator. We divided the MS and
ed giant branch (RGB) sequences into bins of δm F 606 W 

= 0.5 mag,
nd in these intervals defined a grid of N points separated by steps
f width δm F 606 W 

/4. In each interval m 

i 
F606 W 

< m F606 W 

< m 

i+ 1 
F606 W 

,
ith i = 1,..., N , we calculated the median colour and magnitude of

he stars within the magnitude interval. We then interpolated these
edian points using a cubic spline (for a more detailed description of

his procedure, see Nardiello et al. 2015 ; Lucertini, Nardiello & Piotto
021 ). We then calculated the χ2 between the fiducial line and the
NRAS 517, 484–497 (2022) 

 ht tps://archive.st sci.edu/prepds/hugs/
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o
 

e  

p  
sochrone model, shifted by a grid of distance modulii and reddening
alues, and determined a minimum χ2 for a distance modulus ( m −
 ) 0 = 14.65 ± 0.07 ( d = 8.51 ± 0.28 Kpc) and reddening E ( B −
 ) = 0.02 ± 0.01 (see Fig. 6 ). These values are in agreement with
easurements previously reported in the literature (Baumgardt &
asiliev 2021 and references therein). 
To register the photometry of stars in the JWST catalogues, we

ross-matched these with sources in the HST HUGS catalogue
f M 92. We then generated m F 606 W 

versus m F 606 W 

− X CMDs,
here the X represents uncalibrated photometry in each of the
IRCam filters F 090 W , F 150 W , F 227 W , and F 444 W . We then

alculated fiducial lines in a range of magnitudes 19.5 ≤ m F 606 W 

22.5, along the MS, following the procedure described abo v e.
hifting the m F 606 W 

versus m F 606 W 

− X model isochrone on to
he observational plane using the distance modulus and reddening
omputed abo v e, we calculated the mean difference between the
olour of the fiducial line and the shifted isochrone. This value
epresents the photometric zero-point needed to bring instrumental
agnitudes from each detectors on to a common photometric
EGAMAG reference system defined by the BASTI-IAC models

or the assumed cluster parameters (reddening, distance, [Fe/H],
 α/Fe], etc). The registration procedure is illustrated in Fig. 7 for
he case of F 090 W data from detector 1 of module A in the SW
hannel. Table 1 summarizes the zero-points we determined for all
f the detectors and filters, with uncertainties taking into account
ontributions from the uncertainties on the photometry, reddening,
nd distance modulus. The offsets between the different photometric
ero-points are in agreement, within the errors, with those tabulated
nline by G. Brammer. 
For channel LW, which has only a single detector per module, we

 v aluated the possibility of spatial variation of the photometric zero-
oint across the field of view of each module as follows. We first

art/stac2659_f5.eps
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Table 1. Photometric zero-points to bring instrumental magnitudes from different detectors on to a common photometric 
reference system consistent with models by BASTI-IAC for the assumed cluster parameters determined from optical HST 
data. 

SW channel 
Detector F 090 W F 150 W Detector F 090 W F 150 W 

A.1 32.23 ± 0.03 31.88 ± 0.03 B.1 32.10 ± 0.03 31.84 ± 0.04 
A.2 32.20 ± 0.04 31.89 ± 0.04 B.2 32.08 ± 0.04 31.83 ± 0.04 
A.3 32.20 ± 0.04 31.86 ± 0.05 B.3 32.11 ± 0.05 31.85 ± 0.05 
A.4 32.28 ± 0.05 31.98 ± 0.06 B.4 32.17 ± 0.06 31.95 ± 0.06 

LW Channel 

Module F 277 W F 444 W Module F 277 W F 444 W 

A 31.01 ± 0.07 30.28 ± 0.07 B 31.12 ± 0.06 30.34 ± 0.07 

Figure 6. The main sequence turnoff region (blue point) of M 92 in the 
HST m F 606 W 

versus m F 606 W 

− m F 814 W 

CMD. The fiducial line is plotted in 
red, while the green line traces the 13 Gyr BASTI-IAC isochrone, shifted to 
match the observed CMD by adjusting the distance modulus and reddening 
as determined in this work (see text for details). 

d
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i

Figure 7. Photometric calibration of data from filter F 090 W of detector 1 of 
module A in the SW channel. Grey points are the m F 606 W 

versus m F 606 W 

−
F 090 W CMD (where F 090 W is uncalibrated instrumental magnitudes). The 
red line represents the fiducial line of the CMD. The dashed blue line is the 
13 Gyr BASTI-IAC isochrone, shifted by the distance modulus and reddening 
values determined in this work, and offset by the desired F 090 W photometric 
zero-point. 
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ivided each module into four regions of 1024 pixel × 1024 pixel, 

nd matched the F 277W and F 444W catalogues corresponding 
o these regions to the F 090W catalogues. 10 We then calculated 
ero-point corrections for each region by comparing the theoretical 
odels and fiducial lines as described abo v e. We found that the

ero-point correction does vary by ∼±0.05 mag between regions, 
ndicating that such a correction is necessary for high-precision 
hotometry. This is approximately the same order of variation among 
he zero-points in each of the individual SW detectors within a given

odule. 

0 We could not use the HST catalogues for this correction because about half 
f the field of view of each module is outside the field of view of the HST 
mages 

t
W  

t  

t  

r
2  
 C O L O U R – M A  G N I T U D E  DI A  G R A M S  O F  M  9 2  

ith the individual zero-points calibrated, we can now evaluate 
he infrared CMDs of M 92 revealed by the JWST data. Fig. 8
ompares six CMD combinations derived by combining all the JWST 

atalogues extracted in this work. We superimposed to these CMDs 
he BASTI-IAC isochrone models used to calibrate the zero-points. 

e find that all of the CMDs reach down to or below the faint end of
he MS locus, at least to a stellar mass of about 0.1 M �. The CMD
hat reaches the bottom of the MS with the highest signal-to-noise
atio (S/N) is m F 090 W 

versus m F 090 W 

− m F 150 W 

. Indeed, at m F 090 W 

∼
6, we measure an S/N ∼12 in F 090 W and S/N ∼20 in F 150 W , while
MNRAS 517, 484–497 (2022) 
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Figure 8. Colour–magnitude diagrams inferred from the calibrated JWST data. The green lines are the BASTI-IAC 13 Gyr isochrone. 
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or stars at the equi v alent F 090 W magnitude the LW measurements
ave S/N ∼10 for F 277 W and S/N ∼8 for F 444 W . 

.1 M92 White dwarfs 

n the m F 090 W 

versus m F 090 W 

− m F 150 W 

CMD, we identified 24 sources
hat passed the quality selection criteria at magnitudes m F 090 W 

�
3 and colour ( m F 090 W 

− m F 150 W 

) � 0.3. We visually confirmed
hat these sources correspond to robust point-sources in the stacked
 090 W and F 150 W frames (Fig. A1 in Appendix A ). These stars are

ik ely white dw arfs (WDs) in M 92. To verify this hypothesis, we
rst cross-matched the F 090 W and F 150 W catalogues with F 225 W
nd F 275 W UV catalogues generated by reducing HST data collected
n programme GO-15173 (PI: Kalirai). Fig. 9 displays the resulting
MDs. We found seven WD candidates were matched between JWST
nd HST data sets, and all of them lie on the WD sequence in the
 F 225 W 

versus m F 225 W 

− m F 275 W 

CMD. We also compared both IR and
V CMDs of the WD cooling sequence with two 0.54 M � cooling

racks with hydrogen and helium atmospheres from the BaSTI-IAC
atabase (Salaris et al. 2022 ). We are observing the bright part of
NRAS 517, 484–497 (2022) 
he WD cooling sequence of M 92 in the JWST catalogues, where
he mass of the evolving WDs is practically constant and equal to

0 . 53 ± 0 . 01 M � (Kalirai et al. 2009 ). The excellent alignment of
he selected sources with the theoretical cooling tracks in both IR
nd UV CMDs confirms their WD nature. Paper II will calibrate
ith the geometric distortion of NIRCam, making possible proper
otions measurements for those sources in common with HST

ollected between 3 and 20 yr earlier, which will confirm or refute
he membership of these WDs in M 92. 

.2 Multiple populations in M 92 

ike almost all the old Galactic globular clusters (e.g. Piotto et al.
015 ; Bastian & Lardo 2018 ) and extragalactic globular clusters (e.g.
arsen et al. 2014 ; Nardiello et al. 2019 ), M 92 hosts multiple stellar
opulations characterized by different light element (C, N, O, Al,
g, etc) and helium abundances. Analysis by Milone et al. ( 2017 )

ndicates that M 92 hosts at least three different stellar populations: a
first generation’ (1P) having primordial helium content and chemical
roperties similar to the medium out of which it formed; and ‘second

art/stac2659_f8.eps
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Figure 9. Comparison between IR JWST CMD ( m F 090 W 

versus m F 090 W 

− m F 150 W 

; left) and UV HST CMD ( m F 225 W 

versus m F 225 W 

− m F 275 W 

; right). The green 
line in the left-hand panel is the BASTI-IAC isochrone used to derive the photometric zero-point, with masses in steps of 0.1 M � are indicated. In both CMDs, 
blue circles indicate the WDs identified in JWST data. Magenta and red lines delineate WD cooling tracks for hydrogen and helium envelopes, respectively. 
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eneration’ populations (2Ps) which are enriched in helium and 
itrogen, and depleted in carbon and oxygen, likely formed from the 
aterial processed by the 1P. Milone et al. ( 2018 ) found a maximum

ifference in helium between the 1P and 2Ps populations of δY max 

0.04. M ́esz ́aros et al. ( 2015 ) reported average values of [O/Fe] =
.67, [C/Fe] = −0.42, and [N/Fe] = 0.89 for 1P, and [O/Fe] = 0.40,
C/Fe] = −0.38, and [N/Fe] = 1.03 for 2Ps. 

While a detailed analysis of the multiple population phenomenon 
s behind the scope of this work, we checked that the CMDs obtained
ith the HST UV/optical and JWST IR cross-matched catalogues. 
s shown by Salaris et al. ( 2019 ), the magnitudes of RGB and cool
S stars in the JWST filters contain signatures of CNO abundance 

ariations typical of the multiple population phenomenon. Fig. 10 
isplays the m F 150 W 

versus m F 275 W 

− m F 150 W 

CMD, which shows 
 clear MS spread for m F 150 W 

� 18.75. We analysed in detail this
pread to determine if it is due to photometric errors or the presence of
ultiple populations. We first verticalized the MS in the magnitude 

ange 18.75 ≤ m F 150 W 

≤ 19.75 calculating the 5th and 95th percentile 
f the colour distribution along the MS. We used these two fiducial
ines (fid(5th) and fid(95th)) to calculate the quantity: 

m F 275 W, F 150 W 

= 

( m F275 W 

− m F150 W 

) − fid(95th) 

fid(95th) − fid(5th) 
. (2) 

his verticalized MS is shown in Fig. 10 , where the presence of mul-
iple sequences is visually evident. We also discern multiple peaks 
n distributions of stars across the verticalized MS. We therefore 
ivided the CMD population into two parts: we assigned points with
 m F 275 W , F 150 W 

> −0.5 to a group called PopA, and points with
 m F 275 W , F 150 W 

≤ −0.5 to a group called PopB. PopA should contain
he large part of 1P stars, so on average its photometric properties
eflect 1P’s characteristics; while PopB tracks the (unresolved) 2Ps 
opulations We also e v aluated the colour distributions of these two
roups of stars in a sequence of CMDs of m F 150 W 

versus m X − m F 090 W 

,
ith X = F 225 W , F 275 W , F 336 W , F 438 W , F 606 W , F 814 W , and
 150 W ( HST and JWST filters), i.e. using colours different from that
sed for the identification of the PopA/PopB groups in Fig. 10 . We
ound that the two groups of stars form mostly separated sequences
n each of these CMDs, differing in colour by up to 0.2 mag.
he consistent separation of these groups strengthens the case that 
opA and PopB stars belong to populations with different chemical 
roperties. 

 SUMMARY  

ith the James Webb Space Telescope now fully operational, a new
ra of astronomy has begun. Its various instruments will allow us to
bserve not only the primordial Universe and exoplanet atmospheres, 
ut also low-mass stars in globular clusters and resolved galaxies. 

In this work, we have e v aluated JWST data of the globular
luster M 92 collected with the NIRCam instrument for DD-ERS 

rogramme ERS-1334. We have used these data to derive a library
f spatially varying effective PSFs for filters F 090 W / F 150 W (SW)
MNRAS 517, 484–497 (2022) 
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Figure 10. Multiple stellar populations discerned in the UV/optical/IR CMDs of M 92. Panel (a) shows the m F 150 W 

versus m F 275 W 

− m F 150 W 

CMD where the 
spread of the MS is evident for m F 150 W 

� 18.75. Panel (b) is a zoom of the MS for magnitudes 18.75 ≤ m F 150 W 

≤ 19.75; magenta and green lines display the 
5th- and the 95th- percentile fiducial lines. Orange error bars along the right side of this panel indicate the photometric errors in intervals of 0.2 mag in F 150 W . 
Panel (c) shows the verticalized MS from panel (b). We are able to visually divided the stars in two groups: PopA (right) and PopB (left). Panels (d 1 ) and (d 2 ) 
show the distribution of sources across the verticalized MS in the magnitude ranges 18.75 ≤ m F 150 W 

< 19.25 (panel (d 1 )) and 19.25 ≤ m F 150 W 

< 19.75 (panel 
(d 2 )). Panels (e 1 ) through (e 7 ) show the colour distributions of PopA and PopB stars selected from the verticalized MS in the m F 150 W 

versus C X, F 090 W 

= ( m X 

− m F 090 W 

) CMDs. Abo v e each panel, the mean difference in colour between PopA (red) and PopB (blue) is indicated. 
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nd F 277 W /F444 W (LW) for each of the individual detectors and
odules. We have demonstrated that significant temporal variations

re present in NIRCam on the order of 3–4 per cent based on a
econd set of observations of the Wolf–Lundmark–Melotte irregular
alaxy obtained one month later under the same programme. We
ave also shown that these variations can be corrected by perturbing
hese library ePSFs, enabling high-precision photometry for various
rowded regions over time. We have also demonstrated a method for
alibrating instrumental magnitudes for individual NIRCam detec-
ors and filters using theoretical models and prior HST observations
NRAS 517, 484–497 (2022) 
f M 92, and provide measurements of the photometric zero-points
or the individual detectors and filters used in this data set. 

Our analysis allows for the first examination of JWST infrared
MDs for a globular cluster. We demonstrate that all of the CMDs
re well-fit to theoretical 13 Gyr isochrones, and reach the lower
ottom of M 92’s MS at a S/N ∼ 10–20 depending on the filter set.
e also detect white dwarfs in the CMD in the F 090 W and F 150 W

lters, and a cross-match of the JWST catalogues with the HST UV
atalogue in F 225 W and F 275 W filters (obtained by us reducing
ata from GO-15173, PI: Kalirai) identifies 7 WDs in common.
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he location of the WDs on the CMDs are also in agreement with
heoretical 0.54 M � WD cooling tracks. 

We also searched for the presence of multiple stellar populations 
n the UV/IR CMD of the MS of M 92. We demonstrated that the
 F 150 W 

versus ( m F 275 W 

− m F 150 W 

) CMD resolves a spread of the
S in the mass range of 0.5–0.6 M � that is not attributable to

hotometric errors. Dividing the MS into two groups, PopA and 
opB, corresponding approximately to 1P and 2P stars, respectively, 
e analysed the distributions of these populations in different 

ombinations of colours. We found that the two groups almost 
l w ays form tw o well-separated sequences, confirming that they are
omposed of stars with different physical and chemical properties. 
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PPENDIX  A :  W H I T E  DWARFS  O N  T H E  

TA  C K E D  IMA  G E  

n Fig. A1 we show three WDs on the three-colour stacked image
 F 090 W + F 150 W + F 444 W ), to demonstrate that they are point
ources. The first two WDs from the left have magnitude m F 090 W 

∼
3.2, the last have magnitude m F 090 W 

∼ 25.8. 

Figure A1. Three white dwarfs on the colour-stacked image. 
NRAS 517, 484–497 (2022) 
PPENDI X  B:  ELECTRONI C  MATERI AL  

he catalogues obtained in this work will be available electronically
s supporting material to this paper. We will release a catalogue for
ach detector and for each filter (totally 20 catalogues). A description
f the columns of the catalogues is reported in T able B1 . W e will
lso release the PSF arrays on the website ht tps://web.oapd.inaf.it /b
din/files/PAPERs eMATERIALs/ JWST/Paper 01/ . 

art/stac2659_fa1.eps
https://web.oapd.inaf.it/bedin/files/PAPERs_eMATERIALs/JWST/Paper_01/
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Table B1. Description of the columns of the released catalogues. 

Column Name Unit Explanation 

01 X pixel X stellar position in the reference system of the detector 
02 Y pixel Y stellar position in the reference system of the detector 
03 MAG Calibrated VEGAMAG magnitude 
04 SIGMA MAG Photometric error 
05 QFIT Quality-fit parameter 

Note. The name of each file reports the information on the catalogue: 
NGC6341.JWST.X.YZ.CAT , where X = F 090 W , F 150 W , F 277 W , F 444 W is the filter, 
Y = A, B is the module, and (only for SW channel) Z = 1,2,3,4 is the detector number. 
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